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ABSTRACT

The identification of soil microorganisms plays a crucial role in agriculture and horticulture, as it enables
the monitoring of beneficial species and early detection of pathogens. In this study, we propose a system
that utilizes machine vision and machine learning techniques, specifically Convolutional Neural Networks, to
automate the identification of different fungi and Chromista based on microscopic images and morphological
traits. Our system aims to provide a cost-effective and efficient method for pathogen detection, improving
the overall health and productivity of agricultural systems. We conducted experiments using a dataset of
soil microorganisms and the performance of the classifier was evaluated using precision, recall and F1-
score measures. Despite challenges such as class imbalance and imperfect subimage retrieval, the classifier
achieved promising results, with an overall precision of 82% indicating the high accuracy of correctly predicted
positive instances across all classes. Furthermore, the incorporation of a majority voting scheme significantly
improved the classifier’s performance, addressing the issue of underrepresented classes. The enhanced results
demonstrated an average precision and Fl-score of 97%. Our work highlights the potential of CNNs in soil
microorganism identification and paves the way for future research to expand the dataset and to incorporate
a wider range of microorganism genera.

1. Introduction

The use of soil fungi as a natural fertilizer is a growing area of

Microbial identification typically involves a combination of mor-
phological, phenotypic and molecular methods. Morphological identi-
fication is the most cost-effective approach and involves microscopic

interest due to their potential in increasing crop yield and in replacing
chemical fertilizers, which are still widely used in agriculture and
horticulture (Han et al.,, 2021; Fan et al., 2023). Certain soil fungi
and Chromista have a mutualistic relationship with plants, where they
exchange nutrients with their host plant. These beneficial fungi, known
as mycorrhizal fungi, play a crucial role in promoting the health and
growth of many plant species (Smith and Read, 2010). Mycorrhizal
fungi can enhance nutrient uptake, improve plant growth and increase
resistance to environmental stressors e.g. drought and extreme tem-
peratures. However, some soil fungi can be pathogenic and cause
significant crop losses (Ma et al., 2013). Therefore, it is crucial to
accurately identify soil microorganisms to monitor beneficial species
and to detect pathogens early.

observation of the microorganism, where a microbiology specialist
identifies the organism based on characteristic fragments (Watanabe,
2010). However, identification based on morphological traits alone is
limited to the genus level due to the subtle differences between species.
Therefore, microbiologists typically use a combination of different
methods for accurate identification.

In this study, we propose the use of machine vision and ma-
chine learning techniques, specifically Convolutional Neural Networks
(CNN), to identify different fungi and Chromista based on microscopic
images and their morphological traits. This system aims to automate
the identification process, making it faster and more efficient. While
the current system is limited to genus-level identification, it can be en-
hanced in future by incorporating phenotypic and molecular methods.
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(a) Fusarium

(c) Trichoderma

(b) Phytophtora

(d) Verticillium

Fig. 1. Microscopic images of cultivated samples obtained from the dataset sourced from Symbio-Bank - the microorganism collection at The National Institute of Horticultural

Research in Skierniewice, Poland.

Such integration would enable identification at the species level, albeit
at a higher cost.

The main objective of our system is to provide in future highly
accurate results that can be utilized by farmers to quickly detect
potential pathogens and to supply solutions that can be implemented
immediately upon the soil’s sample delivery to local laboratories. With
its low-cost laboratory equipment and full automation process such
system becomes highly desirable for the agricultural industry world-
wide. System’s ability to quickly detect potential threats can minimize
the risk of crop losses and can improve the overall productivity of
agricultural setups. This aspect is particularly significant taking into
consideration recommendations of the United States Environmental
Protection Agency that emphasize the importance of implementing
methods to enhance crop resistance and to employ intelligent systems
addressing the impacts of climate change on agriculture and food
supply (U.S. Environmental Protection Agency, 2023). The detection of
Mycorrhizal microorganisms enables precise tracking of natural fertil-
izer application, monitoring their quantity and effects on the soil. This
paper describes our initial work in constructing such a system using
CNNs and we believe that the system described above represents the
ultimate goal for the future.

Identification of soil fungi and Chromista using conventional image
processing methods (Gonzalez and Woods, 2018) poses significant
challenges due to their intricate and diverse structures, which exhibit
non-homogeneity unlike soil bacteria (Watanabe, 2010). These struc-
tures encompass various components such as hyphae, phialides, micro
and macroconidia, conidia cells, zoospores and more. To address the

latter our research explores a dataset sourced from Symbio-Bank, which
houses a collection of microorganisms at The National Institute of
Horticultural Research in Skierniewice, Poland. Within this collection,
we specifically select, cultivate and capture microscopic images of
microorganisms belonging to the genera Fusarium, Trichoderma, Ver-
ticillium and Chromista of the Phytophthora genus. It is important to
note that each image in the dataset was assumed to contain only one
type of microorganism, obtained through a rectification process that
isolates the monoculture from the sample. The dataset comprises 134
images of microorganisms cultivated in Potato Dextrose agar (Merck
1.10130.0500) at a temperature of 26 degrees Celsius. Incubation peri-
ods varied, with Fusarium, Verticillium and Phytophthora microorganisms
requiring 7-10 days, while the Trichoderma strain took approximately
4-5 days to produce conidial spores.

The biomass was collected from the colonies using sterile swabs
and spread over the microscope slide. A small amount of distilled
water was added and the material was covered with a coverslip. The
images were taken using a Nikon 80i microscope and no manual post-
processing was performed. Therefore, the images may contain artifacts
like light reflections or air bubbles under the coverslip, which could
resemble the microorganism’s structures. The dataset comprised 57
Fusarium, 26 Trichoderma, 31 Verticillium and 20 Phytophthora images,
which were obtained with different magnification levels for each of
the microorganism genera. Fig. 1 presents sample images from the
dataset. A portion of the whole dataset is provided as supplementary
material (Struniawski, 2023).
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The work starts with the conducting a literature review to identify
the current state-of-the-art solutions in the area in question and to
determine the direction addressed in our experiments.

Wahid et al. (2018) presented a transfer learning approach where
the Inception CNN was retrained using a dataset consisting of five
different bacteria species microscopic images known to be harmful
to human health. Increasing the total number of samples, multiple
bacteria samples were extracted from each image through a manual
cropping. However, a major limitation of the system was its reliance
on human involvement in the manual input image processing, which
rendered the system as a hybrid and not fully automated, thus making
the task more laborious.

Zhang et al. (2017) utilized CNNs to cervical cell classification. The
proposed approach involves segmenting single cell instances from the
original image, which can be challenging due to the location of the
nucleus within the cell not always being in the center position. In the
case of images containing only cells and background, the task involves
pre-segmentation by retrieving subimages based on the observable
nucleus within the cell boundaries. These subimage patches are then
exploited to train the CNN for cervical cell classification without the
need for accurate cell segmentation, as the CNN with a large dataset is
recognized as a better generalizer even with inaccurate segmentation.
This approach can potentially yield better robustness of the classifier.
The limitation of the system is its strict dependency on a coarse nucleus
center being provided. To overcome this limitation, the researchers
employed transfer learning by the pre-trained CNN on the ImageNet.

Upon examining the research conducted by Ong et al. (2020), it was
observed that they employed transfer learning with the ResNet50 CNN
model to detect Fusarium fungi in laboratory-cultivated samples. The
images were captured using a microscope, utilizing three distinct mi-
croscopy configurations: Brightfield, Darkfield and Fluorescent, where
each configuration provided unique image characteristics. The authors
trained three separate CNN models, where each model is specialized
in classifying one of the three image modes. To classify the different
modes, the authors employed the respective ResNet50 model and a
logistic regression classifier was utilized to obtain the final prediction.
This study represents a rare example of using CNNs for soil fungi iden-
tification, focusing on binary classification for detecting the presence of
Fusarium in the images. In contrast, our research aims to differentiate
various fungi and Chromista genera from one another. Noteworthy, the
study by Ong et al. employed a manual segmentation method, while
our objective is to develop a fully automated system.

2. Methods

The paper provides a comprehensive description of the subimage
retrieval process and the application of CNN for the classification task.
The subimage retrieval process is elaborated upon, highlighting the
methodology employed to extract relevant fragments from the original
images. Then, the paper delves into the CNN approach used for classify-
ing the retrieved subimages, discussing the architecture and techniques
employed to achieve accurate classification results.

2.1. Subimages retrieval

The microscopic images used in our research contain scale labels
in the left-down corner, which are added automatically by the micro-
scope’s software. These labels come in three different colors — black,
red, or white — selected based on image metrics. However, the presence
of these scale labels may introduce distortions during the subimage
retrieval process, ultimately impacting performance of the predictor.
To mitigate this issue, we masked the label’s area using manual thresh-
olding techniques (Gonzalez and Woods, 2018). The threshold values
were determined empirically and the mask’s area was defined as the
set of pixels meeting the following conditions: r < 30 and g <
30 and b < 30 (black label), or r > 150 and g < 125 and b <
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125 (red label), or r > 240 and g>240 and b > 240 (white label),
where r, g and b denote the red, green and blue components of the RGB
pixel I = [r, g, b], respectively. The resulting binary mask identifies the
label area with a value of 1, while the rest of the image is assigned
a value of 0. Finally, the label’s area is filled with the mean color of
the image and merged with the input image to create a new, label-free
image for analysis.

In our study, we present an image preprocessing pipeline for en-
hancing the quality of microscopic images to facilitate subsequent
analysis. First, we converted the RGB image to grayscale using the
COLOR_BGR2GRAY mode provided by the popular cv2 package in
Python. To improve the quality of the image, we applied the widely-
used Gaussian blur technique (Gonzalez and Woods, 2018), which
effectively smooths out small-scale variations in the image while pre-
serving larger-scale features. A Gaussian kernel with a window size
of 5 x 5 was used in our approach, which has been shown to be an
effective choice for reducing image noise while preserving important
features (Péarraga et al., 1998).

Microscopic images often suffer from low contrast, which can make
it difficult to discern the relevant features and structures in the image.
To address this, a variety of contrast enhancement techniques have
been proposed in the literature, which modify the spatial characteristics
of the image to improve its visibility and facilitate image analysis (Cakir
et al.,, 2018). In our work, we employ the Contrast-limited Adaptive
Histogram Equalization (CLAHE) method, which has been shown to
be effective in enhancing the visibility of structures in low-contrast
images. This method has been successfully applied in a variety of
applications, such as improving the accuracy of mammographic image
classification (Alshamrani et al., 2023) and detecting pneumonia using
CNNs (Tjoa et al., 2022). By applying CLAHE to our microscopic
images, we aim to improve the performance of our machine learning-
based subimage retrieval method by increasing the distinguishability
between different fungi structures. On the grayscale image obtained in
the previous step the CLAHE method is applied using a clip limit of 0.1
and a tile grid size of 8 x 8. The clip limit is a threshold value that limits
the maximum pixel intensity value in the histogram, while the tile grid
size refers to the size of the tile used for local histogram equalization
that affects the level of local contrast enhancement.

Segmentation of microscope images is a challenging task due to
uneven illumination, lightning variations and noise (Pham et al., 2000).
Global thresholding techniques like the Otsu method (Otsu, 1979) are
commonly used for segmentation, but they may produce unreliable re-
sults when the image is complex and its histogram cannot be segmented
by a single threshold value. Our literature review reveals that local
adaptive thresholding techniques, such as the one proposed by Wen-
Nung Lie and other researchers (Lie, 1995), have been found to be
superior to global thresholding techniques for segmenting microscopic
images (Khan et al., 2015; Dave and Upla, 2017). Therefore, we applied
the Adaptive Image Thresholding algorithm, implemented in Python’s
cv2 adaptiveThreshold function, with a 9-pixel block size that deter-
mines the size of the neighborhood area and a constant of C = 213. The
threshold value is a Gaussian-weighted sum of the neighborhood values
minus the constant C. The adaptive threshold method creates a matrix
of thresholds equal to the size of the input image that are based on the
local neighborhood of the image pixels. The details of implementation
can be found in the original paper (Lie, 1995).

It is important to highlight the significant challenges associated with
soil microorganism images, including low contrast, out-of-focus objects,
sample contamination and image impurities such as light reflection
from the coverslip. It should be noted once the sample is observed
under a microscope, the microorganisms exist in a three-dimensional
space and the focus of the camera is limited to a specific level. As a
result, objects located at different depths may appear out of focus. To
tackle these challenges and further enhance the quality of the images,
we incorporate morphological operations and filling algorithms into
our pipeline. This approach aligns with other studies in the field, which
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involve converting microscopic images to grayscale, preprocessing,
segmenting and employing morphological operations to eliminate small
objects or fill gaps within objects (Mohamad et al., 2014). By applying
these techniques, we aim to improve image quality and ensure accurate
analysis of the microorganisms in our research.

In our system, we begin by dilating the images using an 11 x 11
kernel, followed by applying a flood fill algorithm and subsequently
performing open and close operations with a 5 x 5 kernel. We then
perform a second flood fill and obtain the final image, from which sub-
images can be retrieved in subsequent steps. The algorithm used in our
study is based on the implementation described in Soille (1999).

In the subsequent stage, the image is labeled by identifying all ob-
jects, also referred to as connected components, using the label function
from the skimage module. Two pixels are considered connected if they
are neighbors and have the same value. It is important to note that
we are still operating on the binary image mask, where the pixels
can be neighbors in a 1- or 2-connected sense and the value denotes
the maximum number of orthogonal hops to consider a pixel as a
neighbor (Fiorio and Gustedt, 1996). Consequently, the labeled image
is obtained with k objects identified, where the image comprises of
pixels with values of either 0, representing the background, or 1 up to k,
identified as the objects. Next, utilizing the regionprops function from
Python’s scikit-image module, we are able to compute the parameters
of each object. Here, we used the solidity, bounding box and area
measures. Solidity is the ratio of the region’s area to the area of its
convex hull, which is the smallest convex polygon that can contain
the region (Ilonen et al., 2018). The bounding box is the smallest box
that contains the entire object, defined by its pixel coordinates on the
image and the area is defined as the number of pixels in the region.
It is noteworthy that solidity, along with other region properties, is
recognized as an accurate descriptor of objects in an image (Vinnett
et al., 2022; Acuna et al., 2016; Bailey et al., 2005). The output of the
labeling and region properties calculation is a list of all objects in the
image with assigned measures.

In the next stage, our objective was to accurately select objects
that are fragments of microorganisms, which posed a difficult challenge
due to the heterogeneity of soil fungi and Chromista organisms, which
cannot be identified based on a single cell but instead rely on specific
morphological features such as conidiophores, sporodochia, pycnidia,
sclerotia, mycelia, etc. Wijayawardene et al. (2020). Retrieving single
bacterial cells in microscopic images is straightforward since they are
represented by uniformly sized circular cells. Consequently, recent
works focus on filtering out objects with solidity lower than a prede-
termined threshold and retrieving n objects closest to the median area
of the objects (Struniawski et al., 2022). However, this approach did
not yield satisfactory results in our dataset. After conducting several
experiments, we propose a pipeline that specifies a padding parameter
p (in our case, p = 3) to address the issue of losing crucial information
on object edges during processing images phase. To accomplish this
goal, we remove all objects that would exceed the image’s size after
padding and those with solidity lower than 0.8. We also leave out
images with standard deviation of pixel luminosity less than 5 to
eliminate low contrast objects, which could be mistaken for background
or out-of-focus fragments.

The next challenge is encountered when the number of retrieved ob-
jects is significantly less than the maximum target number of instances
(200 in our case), usually due to uneven lighting conditions or the
entire image being out of focus. In such instances, we avoid filtration
based on solidity and instead selecting 100 objects with the highest
solidity value. Furthermore, we sort objects based on the covered area
and select a maximum of 200 objects with the largest area. Once the
filtering process is complete, we retrieve single images by cutting the
area around the object’s bounding box with additional padding. Next
we resize the sub-image’s mask to match it’s subimage size by eroding
it with a kernel of size (2p + 1) X (2p + 1) to mitigate the effect of
the enlarged boundaries that may contain background information.
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This erosion operation helps to remove the background information
consistently throughout the boundary of the object. Finally, we filter
the object’s final image by taking the Hadamard product (Szeliski,
2011) of the sub-image with its corresponding mask, followed by
placing such image in the center of 224 x 224 image with all pixel
values set to O (black image). Employing the Hadamard product of the
object with its corresponding mask alleviates the impact of overlapping
objects that may arise following the retrieval process from the original
image. This strategic approach guarantees that each subimage exclu-
sively encompasses a single object, a direct outcome of the labeling
procedure applied to the input image. The result is a black background
image with the color object in the center. It is worth noting that in
literature, better classification performance is achieved by using color
object images with a black background, which eliminates irrelevant
background information and reduces unnecessary distortions (Konopka
et al., 2022; Struniawski et al., 2022; Gao et al., 2017). The data flow
of the algorithm is presented in Fig. 2.

The generalization abilities of the system forms a significant chal-
lenge. Although the aforementioned algorithm demonstrates accurate
subimage retrieval for certain genera, its performance may be subop-
timal for others. Our studies have revealed that setting the threshold
value of solidity filtration to 0.9, instead of 0.8, led to unsatisfactory
outcomes of sub-images generation for most images of Phytophthora
genera. Consequently, the filtration conditions must be as weak as pos-
sible to increase the robustness of sub-image computations. However,
this approach may result in sub-images that are not actually fragments
of microorganisms, but represent in fact noise or background. To
address this issue, we have incorporated a majority voting rule after
classification, which is further discussed in details (see Section 2.4.2).

After analyzing the generated dataset, we can observe that the
system achieves accurate retrieval of subimages for all the examined
genera. The filtration process parameters, including image processing
kernel sizes and shapes, threshold values, padding and the maximum
number of retrieved objects, can be adjusted using a new dataset of
soil microorganisms. The stepwise retrieval process is illustrated in
Fig. 3, while Fig. 4 showcases exemplary retrieved sub-images for each
genus. Additional subimages can be found in the supplementary mate-
rials (Struniawski, 2023). The presented system signifies a significant
progress towards fully automated analysis of soil microorganisms. It
is important to note that the sizes of objects in the images vary due
to differences in magnification levels employed during image acquisi-
tion. The dataset utilized for training Machine Learning methods for
single instance retrieval comprises a total of 10,175 images, including
4278 images of Fusarium, 1285 images of Phytophtora, 2352 images of
Trichoderma and 2260 images of Verticillium.

2.2. ResNet50 neural network

In our research, we have utilized Residual Network 50 (ResNet50)
as a Machine Learning classification model. ResNet50 is a type of
CNN that has demonstrated outstanding performance across various
domains. Unlike traditional machine learning methods, which rely
on manually crafting features in advance (called also as handcrafted
features) and feeding them into a chosen classifier such as Support
Vector Machines, Random Forests, or Multilayer Perceptron (Hanbal
et al., 2020).

In classical ML approaches, the manual determination of features
requires domain experts to carefully consider the task’s characteristics
and evaluate the selected features. This process often leads to subopti-
mal accuracy, if chosen features are believed to adequately represent
the observed phenomenon. It typically involves multiple iterations of
feature determination, followed by the application of feature selection
methods to form a final set of features. These selection methods aim to
choose or filter features that exhibit strong correlation with the target
variable and weak correlation with each other. In contrast, features
can be automatically calculated from the data using Convolutional
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Fig. 2. The data flow diagram illustrating the proposed algorithm for sub-images retrieval.

Neural Networks. CNNs employ convolutional layers with learnable
filters to convolve input data, capturing relevant patterns and spatial
relationships automatically (Yamashita et al., 2018). For image data,
2D convolutional layers are commonly used, resulting in 2D feature
maps. CNNs also incorporate pooling layers, which downsample feature
maps and promote translation invariance. This characteristic reduces
the network’s sensitivity to the precise spatial location of features.

CNNs consist of multiple building blocks, including convolution
layers, pooling layers and, in the final block, feature maps are flattened
into vectors. This process converts each observation in the dataset into
a vector of values that can be recognized as features. Typically, a
fully connected (dense) feedforward network with a backpropagation
algorithm is employed to train the weights within the dense network,
as well as the filter coefficients in the convolutional layers. The training
process minimizes a given loss function, enabling the network to learn
discriminative representations from the data. The depth of a CNN
plays a crucial role in its performance on various tasks and significant
advancements have been achieved by employing very deep models (Si-
monyan and Zisserman, 2015; He et al., 2015). However, increasing
the depth of the network by stacking more blocks and expanding the
number of layers introduces challenges such as dealing with vanishing
or exploding gradient and degradation problems. The vanishing and
exploding gradient issues can be addressed through normalized training
initialization techniques (LeCun et al., 1998). On the other hand,
the degradation problem arises when adding extra layers to a deep
architecture leads to higher training error.

To overcome these challenges ResNets have been introduced (He
et al., 2016). They utilize residual connections, also referred to as skip
or shortcut connections that allow the network to bypass one or more
convolutional layers and directly add the original input to the output
of these layers. By incorporating residual connections, ResNets mitigate
the degradation problem and enable more effective training.

In this work, we utilize ResNet50, a variant of the ResNet architec-
ture, which has shown remarkable performance in similar tasks (Ong
et al., 2020). The ResNet50 implementation employed in this study is
provided by the TensorFlow module. ResNet50 is composed of a total
of 50 layers (this is the root of 50 in its name), with 48 convolutional

layers, one max pool layer and one average pool layer. The architecture
consists of five residual blocks, each containing nested convolutional
layers, which can be viewed as a combination of convolution, batch
normalization and activation operations. While it is not feasible to
depict the entire ResNet architecture within the constraints of this
paper, we have included it as Supplementary Material (Struniawski,
2023). Fig. 5 showcases a sample of the second residual block with
the third convolutional block, where all the aforementioned operations
with residual shortcut connection, are visible.

2.3. Transfer learning

Transfer learning is a popular approach in Machine Learning where
a model developed for one task is utilized for another, transferring the
knowledge gained from the first task to the second one. The idea of
transfer learning dates back to 1976 when it was first applied to the
perceptron algorithm (Bozinovski and Fulgosi, 1976). CNNs have be-
come increasingly complex, leading to resource-intensive training and
transfer learning has become a widely used technique to address this
issue. Huge CNNs are typically trained on high-performance computing
systems such as clusters, supercomputers, or cloud-based platforms that
are optimized for deep learning workloads, with multiple GPUs that
parallelize computations and speed up the training process (Huerta
et al., 2020). For instance, some of the largest CNN models, including
VGG-16, ResNet and Inception, were trained on the ImageNet Large
Scale Visual Recognition Challenge dataset, which comprises 1.2 mil-
lion high-resolution images and took several days to weeks to train.
Training a large CNN model from scratch is usually infeasible due to the
long training time and high cost. Therefore, we utilized the ResNet50,
which had been previously trained on the Imagenet dataset (Deng et al.,
2009).

In spite of the fundamental disparity between the ImageNet dataset
and microscopic or X-ray images, transfer learning has demonstrated
remarkable efficacy in diverse applications, including the classification
of COVID-19 from chest X-ray images (Hossain et al., 2022) and the
classification of Malaria Cell-Images (Arrabelly and Juliet, 2019). The
utilization of the extensive knowledge amassed from the ImageNet
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(a) Fusarium

(b) Phytophtora

(¢) Trichoderma

(d) Verticillium

Fig. 3. The sample sub images retrieved from the original dataset from a given genera of soil microorganism.
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Fig. 4. Retrieval process of subimages from Fusarium microscopic image.

dataset, spanning a wide range of object categories, has proven the
remarkable breakthroughs in these respective domains. By harnessing
the acquired knowledge from ImageNet, researchers are able to achieve
significant advancements in ML area.

In the context of transfer learning, several techniques can be em-
ployed. One approach is to initialize the network with pre-trained
weights, such as ResNet50 weights established during trained on the
ImageNet dataset. Network is then exposed to new images and training
is performed in batches. The objective is to fine-tune the network’s
weights slightly, allowing it to adapt to a new task, such as soil mi-
croorganism classification. Another strategy involves freezing specific

blocks within the network during training, preventing their weights
from being updated through backpropagation.

Determining which blocks to freeze is a crucial decision. As infor-
mation propagates through the network, the convolutional layers learn
to detect higher-level features that become increasingly specific to the
given task (Yamashita et al., 2018). Therefore, it is advisable to freeze
the initial layers responsible for low-level features that are not task-
specific. In our experiments, we chose to freeze all blocks except for the
fifth residual block, which includes all convolutional layers named in
the ResNet50 topology starting from conv5_block1_1_conv. This allows us
to fine-tune the high-level feature maps, tailoring them to our specific
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Fig. 5. Fragment of the ResNet50 network topology.

task. By selectively freezing the appropriate blocks and enabling fine-
tuning of high-level features, our system can effectively leverage the
knowledge gained from pre-training on ImageNet while adapting to the
soil microorganism classification task.

2.4. Model training and evaluation process

To validate the statistical significance of our application, we provide
a concise overview of the training and evaluation process using transfer
learning with ResNet50.

2.4.1. Training

The dataset consisting of 134 microscopic images is partitioned into
distinct training, validation and testing sets, with a ratio of 0.6:0.1:0.3
respectively. The training set is employed to feed the network with
data during the training process, while the current training loss is
evaluated on the validation dataset. The testing set is reserved for
assessing the performance of the trained model. Upon partitioning the
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dataset, subimages are generated, resulting 7121 images in the training
set, 1020 in the testing set and 2034 in the validation set. In total, the
dataset comprises 10,175 subimages.

For the training process, a configuration is established utilizing
the ResNet50 network. The trainable fifth residual block is employed,
followed by average pooling and flattening operations. On top of this,
a classifier is constructed, consisting of a dense layer with 512 neurons
and a dropout rate of 0.3. During training, the dropout mechanism
randomly drops 30% of the connections between neurons, thereby
preventing overfitting of the classifier. Furthermore, the same elements
are added once more, leading to an output dense layer with 4 neurons,
corresponding to the number of target classes associated with the soil
microorganism genera. In other words topology of the classifier can be
described as 512-DropOut-512-DropOut-4. A softmax activation func-
tion is applied to the output layer to obtain probability distributions
over the classes to select affiliation the given class by the highest
probability value for a given output neuron. Please refer to Fig. 6 for a
visual representation of the classification architecture.

During the training of the network, the categorical cross-entropy
loss function is employed, which is a common choice for multi-class
classification tasks (LeCun et al., 2015). The utilized optimizer is Adam,
with a learning rate set to 0.001 (Kingma and Ba, 2014). The training
process is conducted with a batch size of 64 images over 1000 epochs.
It is worth mentioning that the model was also evaluated for 5000
epochs, but it yielded inferior results. It should be noted that the
input dataset was too large to be loaded directly into both the RAM
and GPU memory. In this context, the Dataset functionality within
the TensorFlow module played a pivotal role, closely followed by the
preprocessing step of normalizing the loaded sub-images (ranging from
[0;255] to [0;1]) for each color channel. The Dataset functionality
facilitates the random retrieval of data from memory, allowing for the
feeding of batches during the fitting process of the CNN. The whole
process is performed on PC computer with Ryzen 9 3900X CPU, 64 GB
DDR4 3600MHz RAM and Nvidia RTX 3090 24 GB VRAM GPU using
CUDA and cuDNN.

2.4.2. Evaluation

In this study, the trained model from the previous step was sub-
jected to evaluation on the testing set. The classification of individual
subimages reflects the effectiveness of the subimage retrieval and CNN
training processes. The practical objective is to classify the entire image
into the appropriate class, providing an answer to the question of which
microorganism is present in the sample. To achieve this, the results
obtained from assigning subimages to classes are combined using a
majority voting scheme. To illustrate the latter, let us consider the
case of the first test image I! with 150 subimages retrieved. Next,
images are fed as input to the pre-trained network in batches, resulting
in predictions for each subimage. For instance, the results indicate
that 100 subimages are assigned to class C,, 20 subimages to C;, 10
subimages to C, and 20 subimages to C; respectively. By employing
the majority voting strategy, the final classification of image I! is
determined based on the class with the highest number of “votes” from
the subimages. In this example, 1! is classified as C, since it received
100 “votes” for class C,,.

2.5. Preliminary experiments

In the results section, we showcase the outcomes of the most suc-
cessful setup noted during our experimentation process. Prior to this,
we conducted a series of experiments aimed at refining the optimal
model configuration. Our initial objective was to determine the most
effective method of sub-image retrieval. The comprehensive process,
elucidated in Section 2.1 and illustrated in the data flow diagram in
Fig. 2, is an outcome of preliminary trials where we assessed various
dataset retrieval approaches. In the course of this experimentation, we
generated 18 distinct datasets, focusing on factors such as solidity and
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standard deviation filtration thresholds, the number of retrieved sub-
images, selection criteria for the designated number of sub-images (in-
cluding methods like choosing images closest to the median object size
or selecting top objects with the highest covered area), and the evalu-
ation of whether a second flood-fill process yielded improved results.
Given the impracticality of presenting the detailed results for various
sets, including thorough explanations of their nuanced distinctions, we
chose to focus on the best sub-image retrieval method.

Subsequently, we proceeded to construct the model and were con-
fronted with the task of fine-tuning hyperparameters for CNN compila-
tion. This encompassed considerations such as the choice of loss func-
tion, optimizer along with learning rate, topology of the top layer (clas-
sification layers atop convolutional layers), dropout layer rates, batch
size, and the selection of the block from which weights would be made
trainable for Transfer Learning. Our experimentation encompassed the
following configurations:

v1: trainable from conv5_block1_1_conv, top topology: Dense(512,
relu) x Dropout(0.3) x Dense(512, relu) x Dropout(0.3), Cate-
gorical Crossentropy loss function, Adam(learning rate 0.001)
optimizer, batch size of 32.

e v2: vl trainable from conv4_block1_1_conv.

« v3: vl trainable from conv3_block1_1_conv.

» v4: v3 with batch size of 64.

» v5: v3 with batch size of 256.

+ v6: v3 with batch size of 128 and topology of the top layer: 256
x 0.3 x 256 x 0.3.
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Table 1
The classifier performance results on different variants of models.
Model version Precision Recall AUC TOP 1 ACC
vl 0.710 0.698 0.875 0.706
v2 0.706 0.705 0.834 0.705
v3 0.684 0.684 0.801 0.684
v4 0.672 0.658 0.845 0.665
v5 0.674 0.659 0.841 0.668
v6 0.688 0.672 0.855 0.682
v7 0.694 0.652 0.858 0.672
v8 0.667 0.658 0.844 0.662
v9 0.458 0.458 0.645 0.458
v10 0.692 0.672 0.857 0.680
vll 0.699 0.696 0.853 0.698
vi2 0.686 0.680 0.844 0.683
v13 0.693 0.685 0.834 0.691
v14 0.459 0.314 0.673 0.365
v15 0.694 0.688 0.846 0.692
v16 0.000 0.000 0.649 0.421
v17 0.704 0.700 0.861 0.702
v18 0.692 0.685 0.849 0.690

v7: v3 with batch size of 128 and topology of the top layer: 256
x 0.3 x 512 x 0.3.

v8: v3 with batch size of 128 and topology of the top layer: 1024
x 0.3 x 1024 x 0.3.

v9: vl trainable from convl_block1_1_conv.

» v10: v3 with topology of the top layer: 512 x 0.2 x 512 x 0.2.

» v11: v3 with topology of the top layer: 512 x 0.4 x 512 x 0.4.

» v12: vl with topology of the top layer: 512 x 0.4 x 512 x 0.4.

» v13: vl with topology of the top layer: 512 x 0.2 x 512 x 0.2.

» v14: vl with batch size of 256.

» v15: vl with batch size of 128.

» v16: vl with Adam(learning rate 0.1).

» v17: vl with Adam(learning rate le — 5).

» v18: vl with elu activation function.

The outcomes are provided in Table 1. Among the variants, the most
favorable results in terms of Area Under the Curve (AUC) were obtained
for vl and it is this variant that was chosen for the model detailed in
Section 2.4.1.

3. Results

Upon conducting experiments, the performance of the classifier
was evaluated using various measures on the testing set, including
precision, recall and F1-score for different classes, as well as overall
performance. The results are summarized in Table 2. The testing set
consisted of a total of 5448 subimages; however, it is important to note
that the classes were unbalanced. Specifically, class 1 was represented
by 644 images, while class 0 contained 2360 images. As a conse-
quence, the classifier exhibited lower performance in distinguishing
class 1, with a precision of 62% compared to 86% for class 0, which is
overrepresented in the dataset.

To mitigate the negative impact of class imbalance, we initially
attempted to address the issue by undersampling the images. This
involved randomly selecting 644 subimages from each class, resulting
in a balanced dataset of exactly 644 images per class that yielded
poor performance by the classifier, prompting us to retain the original
dataset.

The overall precision (that indicates the accuracy of correctly pre-
dicted positive instances across all classes) achieved by the classifier
was 82%, which is considered promising given the challenges inherent
in the experiment. It includes imperfect subimage retrieval, which
may include objects not representing actual microorganism fragments.
Additionally, the input microscopic images were captured at differ-
ent magnification levels and contained impurities such as reflections
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Fig. 7. Confusion matrices of the classifier performance results on the whole testing set and upon incorporating majority voting rule on the subimages to merge results obtaining

the final classification to the given class.

Table 2
The classifier performance results on applied directly the testing test.
Precision Recall Fl-score Support
0 0.86 0.91 0.88 2360
1 0.62 0.78 0.69 644
2 0.89 0.83 0.86 1259
3 0.81 0.68 0.74 1185
Micro avg 0.82 0.82 0.82 5448
Macro avg 0.80 0.80 0.79 5448
Weighted avg 0.83 0.82 0.82 5448
Samples avg 0.82 0.82 0.82 5448

Table 3
The classifier performance results upon incorporating majority voting rule on the
subimages to merge results obtaining the final classification to the given class.

Precision Recall F1-score Support
0 0.97 1.00 0.98 29
1 0.91 1.00 0.95 10
2 1.00 0.93 0.96 14
3 1.00 0.92 0.96 12
Micro avg 0.97 0.97 0.97 65
Macro avg 0.97 0.96 0.96 65
Weighted avg 0.97 0.97 0.97 65
Samples avg 0.97 0.97 0.97 65

from the coverslip. Despite these impediments, the obtained result is
promising.

Further insight into the classifier’s performance can be gained from
the confusion matrix, as shown in Fig. 7. The matrix reveals the clas-
sification outcomes for each class, reaffirming the subpar performance
observed for class 1.

The incorporation of the majority voting scheme, as detailed in the
previous section, has yielded significant improvements in the perfor-
mance of the classifier. The results on the testing set are depicted in
Table 3. Notably, the primary issue observed in the previous model,
namely the poor performance of class 1 due to its underrepresen-
tation, has been effectively addressed. The precision for class 1 has
now reached 91%, while the average precision and Fl-score have
significantly improved to 97%, indicating superior performance. These
advancements are also evident in the confusion matrix shown in Fig. 7.

10

The utilization of the majority voting scheme on the retrieved
subimages has greatly enhanced the classifier’s ability to accurately
differentiate input images. This improvement stems from the enhanced
generalizability of the classifier, where minor misclassifications in in-
dividual subimages do not significantly impact the overall image clas-
sification. The classifier exhibits robustness in handling faulty classi-
fications, which aligns with the true objective of our task: accurately
identifying the genera of microorganisms present in the image. Given
that monocultures are observable in the images, the classification of
subimages becomes less relevant, with the focus shifting to assigning
the overall image to a specific genera. It should be noted that applying
the same scheme directly to polycultures of microorganisms in the
sample may require additional methods, such as utilizing graphs with
probabilities assigned to the edges.

One aspect of concern in the results is the limited size of the testing
set. The preparation of samples for our experiment is a non-trivial and
laborious task, involving a purification process, cultivation of samples
under specific conditions for several days and image preparation. Con-
sequently, we acknowledge the need to expand the dataset in future
work and to incorporate a wider range of microorganism genera. The
evaluation results involves assessing the accuracy and loss function
values throughout the training process, ensuring that overfitting does
not occur. To alleviate the risk of overfitting, we have incorporated
dropout in the dense layers of our CNN. As illustrated in Fig. 8, there
is no evidence of overfitting. Both the accuracy on the training set
and the validation set steadily increase over the course of the epochs,
particularly beyond 500 epochs. Additionally, no significant decrease
in training accuracy is observed as the training progresses, indicating
that our model successfully avoids overfitting.

A significant fact is that computations were also conducted with-
out employing the Transfer Learning. However, the results obtained
without Transfer Learning exhibited similarities to those achieved with
the latter, even though there was a notably extended computation
time. This can be attributed to the requirement of training all blocks
of ResNet50 for each epoch, as well as starting with random weights
rather than utilizing weights pre-trained on ImageNet. The generated
outcomes underscore the superiority of the Transfer Learning.
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Fig. 8. Accuracy and loss function during training of the examined model on training and validation sets.

4. Conclusions

In conclusion, this study proposes the use of machine vision and
machine learning techniques, specifically CNN for the automated iden-
tification of different fungi and Chromista based on their microscopic
images and morphological traits. The system aims to address the lim-
itations of traditional identification methods, such as morphological
analysis, which are often restricted to genus-level identification, by
automation the process, making it faster and more efficient.

The developed system was evaluated using a dataset of soil microor-
ganisms obtained from the Symbio-Bank at The National Institute of
Horticultural Research.

The dataset (Struniawski, 2023) comprised images of four different
genera: Fusarium, Trichoderma, Verticillium and Phytophthora. Despite
challenges related to imperfect subimage retrieval, variations in mag-
nification levels and impurities in the images, the classifier achieved a
promising overall precision of 82%.

Furthermore, majority voting scheme was incorporated, leading to
significant improvements in classifier performance. The precision for
the underrepresented class 1, increased to 91% from 62%, while the
overall average precision and Fl-score improved to 97%. These en-
hancements demonstrate the system’s ability to accurately differentiate
between microorganism genera, aligning with the primary objective of
identifying the overall image’s genera.

The evaluation of the model’s accuracy and loss function values
throughout the training process revealed no evidence of overfitting. The
accuracy on the training and validation sets steadily increased over the
epochs, with no significant decrease in training accuracy observed. This
indicates that the dropout mechanism implemented in the dense layers
of the CNN effectively prevented overfitting.

For future extension of this work, it is important to expand the
dataset, to incorporate additional microorganism genera and to ex-
plore the integration of phenotypic and molecular methods to achieve
species-level identification. The system has the potential to revolution-
ize this area in the agricultural industry by providing cost-effective and
efficient pathogen detection, thereby minimizing the risk of crop losses
and improving overall agricultural productivity.

In summary, the combination of machine vision, machine learning
techniques and CNNs presented in this study represents a significant
step towards developing an automated system for accurate identifica-
tion of soil microorganisms. With further advancements and integration
of complementary methods, the system can serve as a valuable and
feasible tool for farmers, laboratories and researchers in the agricultural
domain.
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